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ABSTRACT

At time-scales of 102 to 105 years, erosion by rivers, landslides and glaciers can exceed 5 mm/y.
Sustained denudation at these rates is sufficient to account for many of the rapid rates of unloading or
cooling that are revealed by geobarometric or thermochronologic studies. Because feedbacks exist
among many surface processes, determinations of erosion rates on a few geomorphic processes can be
adequate to estimate mean rates across an entire landscape. Rates of fluvial and glacial incision exert a
dominant control on landscape lowering, because these rates set the local base level and modulate the
flux from adjacent hillslopes. When rates of deformation are sufficiently rapid and sustained, a
collisional orogen approaches a dynamic equilibrium or topographic steady state. Due to variations in
erosion rates as a function of Late Cenozoic climate changes, such a steady state should be defined at
time-scales longer than one climate cycle. During dynamic equilibrium, the geomorphic system
displays a predictable configuration of interacting rivers, hillslopes and glaciated process zones. A
dynamic equilibrium appears to prevail near Nanga Parbat, Pakistan, and the Southern Alps of New
Zealand, where spatial variations in geomorphic erosion rates mimic variations in bedrock cooling rates
at time-scales of 106 y.
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Introduction

RECENT advances in thermochronometry and in

petrologically based determinations of the T-P

histories of rocks have led to increasingly detailed

and reliable reconstructions of P-T-t pathways for

rocks now found at the Earth’s surface. Some of

these data require both rapid and sustained

decreases in the pressures experienced by rocks

formerly deep in the crust. When these rates of

unloading exceed a few mm/y, pressure reduc-

tions of this magnitude have commonly been

attributed to tectonic exhumation through exten-

sional processes in the upper crust. Indeed, in

extensional terranes around the world, there exists

abundant support for such tectonic mechanisms of

unloading (Wernicke, 1992), and even within

many convergent orogens, the evidence for

extension during overall contraction is unambig-

uous (Burchfiel et al., 1992; Platt, 1986). In these

interpretations of the driving mechanisms for

observed decompression, erosion by surface

processes has been usually relegated to a minor

or negligible role. Widespread perceptions that

erosion rates are unlikely to exceed 1 mm/y imply

that surface processes are incapable of producing

the observed rapid rates of unloading.

The overall purpose of this paper is to argue

that, for rates up to ~10 mm/y, erosion may

dominate the unloading process and to discuss

ways in which such an erosional system may

function. Commonly, geomorphic studies docu-

ment an erosion rate for only one or two processes

across a landscape. To interpret the significance of

such rates for an entire landscape, it is important

to understand the linkages existing among

different surface processes. Such linkages are

the initial focus of this paper, because they

provide a key context for understanding other

geomorphic results. These linkages imply that

rates of erosion attributable to ostensibly separate

processes may, in actuality, be closely coupled.

For example, the rates of denudation due to

conversion of bedrock to regolith, soil creep, and

shallow landsliding on soil-mantled slopes are
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interdependent. A conceptual model for several

such linkages is presented here. Second, the

results of recent studies are used to argue that

erosion due to surface processes does, in fact,

occur at rates that are sufficiently rapid to account

for many reconstructed rates of unloading. Recent

quantification of surface-process rates indicates

that bedrock erosion rates in rapidly deforming

areas can exceed several mm per year. The

evidence that several different mechanisms of

erosion can sustain such rates is reviewed here.

Finally, in the face of sustained high rates of

deformation, some combination of erosion and

extension rates are likely to balance rates of rock

uplift within an orogen and to create a ‘steady-

state’ orogenic belt. Some conceptual models for

steady state and the types of evidence that can be

gathered to support a steady-state interpretation

are discussed.

Exhumation rates inferred from bedrock data

Combinations of geobarometers with geochron-

ometers can be used to define time-pressure

histories for rocks. If reasonable assumptions are

made to convert pressure to depth below the

surface, then changes in the depth of a rock

beneath the surface through time can be deduced

and an exhumation history can be reconstructed.

In the past few decades, improved geobarometric

calibrations and increasingly precise dating

techniques have enabled the development of

ever-more-detailed exhumation pathways. Many

rates of exhumation are also estimated from

temperature-time paths for which a geothermal

gradient is either established or assumed and is

subsequently used to convert closure temperatures

to depth.

Documented rates of rapid orogenic exhuma-

tion commonly fall into two categories: those

derived from upper and mid-crustal rocks; and

those derived from ultrahigh-P terranes.

Exhumation rates from upper and mid-crustal

rocks are commonly in the range 1ÿ10 mm/y

(Table 1). Many of these rates were determined

for collisional mountain belts, some of which

preserve evidence of syntectonic extension. In

contrast, the most extreme exhumation rates are

commonly associated with rocks from ultrahigh-P

terranes, where unloading rates that approach

plate motion rates have recently been documented

(Amato et al., 1999; Rubatto and Hermann,

2001). These rates can be as high as

20ÿ30 mm/y (Table 1). These terranes typically

comprise rocks that were rapidly decompressed

from depths of ~100 km to depths of 20ÿ40 km,

after which the rates of exhumation commonly

decreased by 510 fold to rates of <5 mm/y.

Linkages among erosional mechanisms

Fluvial systems
Local base level can be conceived of as the lowest

topographic point within any given sector of a

landscape. Whereas ultimate base level is

typically the ocean or a closed topographic

depression, local base level can be defined in

the context of the mosaic of rivers, hillslopes and

glaciers that constitute mountainous landscapes.

Within any catchment, the local base level can be

represented as the longitudinal valley profile: each

point along the profile defines the local base level

for all points upstream (or tributary) to that point,

including the adjacent hillslopes (Horton, 1945;

Bull, 1991). In most settings, there are only two

surface processes that commonly can define the

local base level: the actions of rivers and glaciers.

Other surface processes may influence whether

the beds of rivers or glaciers are aggrading or

degrading and whether the local base level, as set

by the rivers or glaciers, is rising or falling

through time at particular point or time. Such

processes, however, do not directly set the local

base level. For example, an increased sediment

flux from adjacent hillslopes can force a river to

aggrade, thereby increasing the local base level.

Nonetheless, it is the vertical position of the river

or glacier, rather than the shape of the adjacent

hillslope, that directly defines the relevant local

base level.

Erosion occurs on non-glacial hillslopes via

conversion of bedrock to regolith, downslope

creep of the regolith, rain splash, shallow

overland flow, various biologically mediated

processes, such as tree-throw and animal

burrowing, and both shallow- and deep-seated

landsliding. Rates of all these processes increase

with increasing hillslope gradients (Montgomery

and Dietrich, 1994) or curvature (Heimsath et al.,

1997, 1999). There is an obvious and fundamental

control on the angle of a hillslope exerted by the

river channel at the base of the hillslope (Fig. 1),

because rates of channel lowering (or aggrada-

tion), rates of hillslope lowering, and changes in

hillslope angles are all linked. The hillslope

gradient can be defined either as the mean slope

proximal to the channel or as the mean slope from

the channel to the bounding drainage divide. If the

26

D.W.BURBANK



TABLE 1. Exhumation rates based on geobarometry and thermochronology.

Location Exhumation Magnitude of Duration of Shallowest Age at time Reference
rate lithostatic load unloading calibrated of shallow

removed event depth1 depth2

Southern Alps, New Zealand 6ÿ10 mm/y 10ÿ20 km 2 m.y. 0 km 0 Ma Tippett and Kamp (1995)
Nanga Parbat, Pakistan 5ÿ7 mm/y 15ÿ20 km 3 m.y. 0 km 0 Ma Zeitler et al. (2001)
European Alps (Dora Maira) 5 mm/y 10 km ~2 m.y. 8 km 30 Ma Rubatto and Hermann (2001)
Crete, Greece 4ÿ8 mm/y 25 km 4ÿ6 m.y. 4 km 15 Ma Thomson et al. (1999)
Nepalese Himalaya 4ÿ5 mm/y 25 km 4ÿ6 m.y. 0 km 0ÿ2 Ma Harrison et al. (1997)
K2, Karakoram 3ÿ6 mm/y >3 km 0.5ÿ2 m.y. 4 km 2 Ma Foster et al. (1994)
European Alps (Zermatt-Saas) 3 mm/y 6 km 20 m.y. 9 km 13 Ma Amato et al. (1999)
Basin and Range, USA 2ÿ4 mm/y 10ÿ15 km 3ÿ5 m.y. 0 km 15 Ma Foster and John (1999)
Irian Jaya, Indonesia 1.7 mm/y >4 km ~2 m.y. 0 km 0 Ma Weiland and Cloos (1996)
Denali, Alaska 1.2 mm/y 6 km 4 m.y. 0 km 0 Ma Fitzgerald et al. (1995)
Olympic Range, Washington 1.2 mm/y 9 km 11 m.y. 4 km 7 Ma Brandon et al. (1998)
Ultrahigh-P rocks
European Alps (Dora Maira) 34 mm/y 75 km ~2 m.y. 40 km 33 Ma Rubatto and Hermann (2001)
European Alps (Dora Maira) 16 mm/y 17 km ~1 m.y. 18 km 32 Ma Rubatto and Hermann (2001)
European Alps (Zermatt-Saas) 10ÿ26 mm/y 65 km 2.5ÿ7 m.y. 25 km 38 Ma Amato et al. (1999)
Kokchetav, Kazakhstan ~20 mm/y 160 km 7 m.y. 15 km 528 Ma Hacker et al. (in review)

1 Reconstructed depth of the control point beneath the palaeosurface
2 Age at the time rocks were at the shallow control-point depth
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rate of channel incision is greater than the rate of

lowering of the drainage divide or of the hillslope

adjacent to the channel, the hillslope gradient will

increase.

Slopes controlled by soil production rates
Creep, rainsplash erosion and various biologi-

cally mediated processes are commonly modelled

as diffusive erosion processes (Andrews and

Hanks, 1985; Beaumont et al., 1992; Hanks et

al., 1984). Traditionally most numerical models

have defined diffusive sediment transport (qs)

with a linear dependence on slope (S):

qs ! S (1)

This approximation (Fig. 2a) is consistent with

the observation that the gradient of many soil-

mantled slopes typically increases away from the

drainage divide. The tendency for slopes to

river
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lowering

hillslope
lowering

Hillslope lowering < river incision

all u vi at ion , lowere d  slopes
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hillslope
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Hillslope lowering > river incision

original slope
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b
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weathering
creep

landslides

hillslope
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FIG. 1. (a) Linkage between local base level set by a

river, adjacent hillslopes, and competing rates on

hillslopes and channels. (b) When the rate of channel

incision is greater than the rate of lowering of crest of

hillslope, the mean hillslope angle steepens, and

sediment fluxes that are slope-dependent should in-

crease. (c) Alternatively, if hillslope lowering is greater

than channel incision, hillslope gradients will decrease.

addition due to
rock-to-regolith conversion

bedrock

straight
slope, no
change in
gradient increasing

gradient
qs  S ,

where >1.5

soil

qs  S
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qsin
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FIG. 2. Model for hillslope sediment production and

transport. (a) Sediment flux increases downslope due to

additions of weathered bedrock at the base of the soil-

regolith. Increased sediment fluxes are accommodated

by increased slope gradients. (b) Observed hillslope

profiles have straight segments that are more consistent

with a non-linear transport rate.
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become more linear farther downslope, however,

suggests the sediment flux may show a power-law

dependence on slope (Roering et al., 1999),

qs ! Sb (2)

where b > 1.5. The strong slope-dependence of

either sediment-flux rule underlines the sensitivity

of erosion rates to slope angles.

As hillslope gradients increase, landsliding

becomes a more important erosional process.

Commonly shallow landslides only involve

regolith. Therefore, the rate of sediment delivery

by such landslides is limited by the rate at which

rock is converted to regolith. In fact, the

maximum rate of sediment transport due to both

shallow landsliding and diffusive hillslope

processes, such as creep, will be set by the rock-

to-regolith conversion rate. Therefore, in such

landscapes, it is sufficient to quantify the regolith

production rate in order to define the upper limit

of hillslope erosion. Because this rate is sensitive

to the thickness of the overlying soil (Heimsath et

al., 1997; Rosenbloom and Anderson, 1994),

there also exist negative feedbacks in the regolith

production-hillslope transport system. Regolith

production rates are greatest beneath a relatively

thin soil or on slopes with high curvature

(Heimsath et al., 1999). Consequently, if the

rate of sediment removal from a hillslope is

slower than the regolith production rate, the

regolith will thicken and its rate of production

will diminish until it approaches a balance with

the rate at which soil is transported downslope.

Slopes controlled by rock strength
In contrast to diffusive hillslopes, sediment

delivery by bedrock landslides is independent of

rock-to-regolith conversion rates, and is instead

controlled by bedrock strength, which is itself a

function of rock type, fracture density, bedding

geometry, pore pressure, and seismic shaking,

among other factors. Landslides will occur when

the shear stresses exceed the hillslope strength

(Selby, 1982; Allen, 1997):

rrgh sina cosa > C + (rr ÿ pw) gh cosa tanf (3)

where rr rock density, g = gravitational accelera-

tion, h = depth to the potential glide plane, a angle

of the potential rupture surface, C = cohesion, pw
= pore water pressure, and f angle of internal

friction. As would be expected, the rate of

landsliding is strongly slope dependent, such

that the frequency of landsliding typically

increases as hillslope gradients steepen. Due to

this slope dependence, the bedrock landsliding

rate is commonly linked to the rate of channel

incision and base-level lowering (Fig. 1). It is

easy to imagine, however, that, for any combina-

tion of the variables listed above, there is some

critical slope angle above which the shear stresses

will exceed the hillslope strength, such that

landsliding is likely to occur. This ‘threshold

slope angle’ is of great significance for the shape

of the landscape (Fig. 3), because it sets the upper

limit for hillslope gradients (Burbank et al., 1996;

Schmidt and Montgomery, 1995, 1996). Below

the threshold angle, increasing rates of channel
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FIG. 3. Dominant hillslope processes in response to increasing rates of river incision.
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incision and local base-level lowering will

increase hillslope gradients, whereas once that

threshold slope angle is attained, the hillslope

gradient will be independent of the rate of channel

incision and should instead hover around the

critical angle for slope failure (Fig. 3). For

cohesionless materials, this threshold angle or

angle of repose is commonly ~308, whereas

greater cohesion and strength will yield higher

threshold angles. Although rock strength permits

local hillslopes to exceed 508 in active orogens, in

many rapidly denuding ranges, such as the

Himalaya, the average hillslope angle commonly

lies near 308 (Burbank et al., 1996).

Hillslope-channel linkages
The possibilities for negative feedbacks in this

linked hillslope-channel system are clear.

Increased sediment fluxes off steepened hillslopes

deliver a larger sediment load to the channel. In

order to continue incizing, the channel must

remove this extra sediment. To the extent that

this sediment flux exceeds the transport capacity

of the river, the rate of channel incision will

diminish, and aggradation may occur. Such

aggradation will decrease the adjacent hillslope

gradients and reduce the slope-dependent sedi-

ment flux, thereby increasing the possibility that

the stream will be able to remove the sediment

delivered to it and begin incizing its bed again.

Such negative feedback loops suggest that, over

time, average hillslope gradients should become

adjusted to the mean rates of river incision, such

that the average sediment delivery from the

hillslope matches the transport capacity of the

river that is in excess of that needed to transport

the load delivered from upstream.

One might imagine that as the flux from

hillslopes decreases, the rate of bedrock incision

would increase. One logical deduction from this is

that rivers would incise most efficiently in the

absence of any sediment flux from adjacent

hillslopes. Contrary to this expectation is the

fact that water alone is not a very effective

erosion agent. Sediment carried by rivers provides

‘tools’ that deliver highly focused energy to the

bed of the river as they roll or saltate along the

bed. Because this energy drives fluvial erosion,

the presence of tools is a key control on incision

(Sklar and Dietrich, 1998). If there is too much

sediment, the bedrock is covered and cannot be

eroded, whereas if there are too few tools, the

erosion process is inefficient. Thus, for the most

efficient erosion, there needs to be a balance

between the rate at which tools are supplied to the

river and the rate at which they can be

transported.

Glacial systems

Local base-level can also be set by glaciers, which

sculpt valley bottoms and influence the gradients

of adjacent hillslopes. Glaciers, however, obey a

different (and less well known) set of rules than

do rivers. For example, rivers do no incise their

beds significantly below base level. Knickpoints

in river profiles that are created by drops in base

level are systematically propagated upstream

(Howard et al., 1994; Schumm et al., 1987;

Seidl et al., 1994; Slingerland and Snow, 1988).

In contrast, as evidenced by fiords and innumer-

able glacial lakes, glaciers can excavate hundreds

of meters below local base level. Whereas little is

known about the lateral propagation of steepen-

ings (or ‘knickpoints’) in glacial profiles, it is

clear that many of these do not originate near the

toe of a glacier and propagate upglacier in a

pattern analogous to knickpoint migration in

rivers. Instead, these knickpoints in longitudinal

profiles appear related to the average position of

glacial snowlines (Porter, 1989) and to the

planform geometry of converging glaciers

(MacGregor et al., 1998). The surface of the

glacial ice or the deglaciated floor of a glacial

valley sets the local base level for adjacent

hillslopes. During glacial times, advancing and

thickened glaciers commonly widen valley

bottoms and may also buttress adjacent valley

walls (Harbor et al., 1988; Whipple et al., 1999).

Both of these processes can steepen hillslope

angles adjacent to a glacier (Whipple et al., 1999).

Because glaciers experience greater fluctuations

in thickness than do rivers, the average gradients

of hillslopes bounding glaciated valleys will vary

more markedly during a glacial-interglacial cycle

than will those of fluvial hillslopes. These glacial

hillslopes might, therefore, be expected to switch

more completely and frequently between stable

and unstable slope domains with respect to

landsliding. The observation of large-scale

bedrock landsliding within decades of deglacia-

tion during the 1900s supports the hypothesis that

removal of the buttressing effect of glacial ice

enhances slope instabilities (Meigs, 1998).

Delivery of material from adjacent valley walls

has a different impact on glaciers than it does on

river systems. Whereas enhanced sediment fluxes

from hillslopes into rivers may cause them to
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aggrade, glaciers are far less sensitive to sediment

fluxes on to their upper surfaces. The high

viscosity of ice permits nearly all grainsizes to

be transported readily. As with rivers, a flux of

rocks to the surface may provide ‘tools’ that

promote basal erosion, if the rocks fall into the

accumulation zone where glacial flowlines carry

these rocks downward to the ice-bedrock interface

(Hallet, 1979). If rockfalls occur in the ablation

zone, the resulting blanket of debris can reduce

the rate of melting and promote the advance of the

glacier (Clark et al., 1994). Such advances are

likely to enhance glacial erosion.

Rates of erosion

As described above, important mechanisms by

which erosion occurs include conversion of

bedrock to regolith, creep, landsliding on soil-

mantled slopes, bedrock incision by rivers,

bedrock landsliding, and glacial erosion. The

advent of cosmogenic radionuclide exposure

dating techniques has ushered in a new era in

which direct dating of bedrock weathering rates is

possible (Nishiizumi et al., 1993). Recent

cosmogenic nuclide studies of bare bedrock in

both alpine and desert settings suggest that rates

of weathering of exposed bedrock (grain-by-grain

erosion or dissolution of the surface) are

commonly on the order of 5ÿ20 mm/y

(Bierman, 1994; Small et al., 1997), although

they may approach 300 mm/y (Heimsath, 1999).

Rock-to-regolith conversion rates have been

shown to be as high as 100ÿ300 mm/y

(Heimsath et al., 1997, 1999). Because all of

these studies document erosion rates that are

fractions of a mm/y, it is clear that these processes

are incapable of producing the rapid unloading

indicated by some P-T-t studies. Similarly,

because maximum erosion rates via processes

such as creep or landsliding on soil-mantled

slopes are controlled by the rate of regolith

production, these processes are also incapable of

producing rapid, long-term rates of erosion or

unloading. Consequently, there are only three

major surface processes (fluvial incision, bedrock

landsliding, and glacial erosion) that need to be

considered as possible agents for rapid erosion.

Fluvial erosion

If the sediment load transported by a river is

known, a mean denudation rate for the upstream

catchment can be calculated. Although the

sediment load comprises bedload, suspended

load, and dissolved load, erosion by rivers has

commonly been estimated using suspended

sediment loads (Milliman, 1997; Milliman and

Syvitski, 1992). In many large rivers, observa-

tions that the bedload and dissolved load account

for <15% of the total load appears to justify

reliance primarily on the suspended load. Rates

that are derived from such calculations, even for

Himalayan rivers, commonly are <1 mm/y when

averaged over entire catchment (Fig. 4). Several

factors, however, complicate the interpretations of

these data with respect to erosion within active

orogens. Most of these estimates come from the

mouths of rivers, where they represent averages

over an area that is much larger than the more

rapidly eroding mountains which commonly make

up only a small fraction of the catchment. These

river-mouth data also ignore any storage that may

take place in basins intervening between the

mountains and the delta. For example, recent

comparisons of the isotopic signature of

suspended sediments with that of bedload and

floodplain strata in the Himalayan foreland (Galy

and France-Lanord, 2001) suggest that only ~50%

of the total load is reaching the river’s mouth as

suspended load. In addition, some mountainous

catchments may have a much higher bedload

component (up to 50%) than is commonly

assumed. Although the total sediment load is

notoriously difficult to quantify in rapidly

denuding mountainous catchments, the erosion

rates estimated from suspended sediment loads

(Fig. 4) should be regarded as minimum rates that

could be several times higher within active

orogens.

The fluvial erosion estimates described above

represent an average denudation across an entire

catchment above the point where the suspended

sediment was collected (Fig. 4). Because rivers

actually occupy only a very small fraction of most

landscapes, these mean rates primarily indicate

average hillslope denudation rates. As such, they

provide little direct quantification of how rapidly

rivers are incizing into bedrock. Yet, given that

the rivers set the local base level for adjacent

hillslopes and ultimately determine how rapidly

these hillslopes can erode, direct measures of river

incision are illuminating.

The key mechanisms whereby rivers incise

their beds are hotly debated at present and are a

focus of current geomorphological research (see

reviews in Tinkler and Wohl, 1998). Direct

measurements of river incision rates into
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bedrock, however, can be determined using strath

terraces (river terraces incised into bedrock) or

other preserved features, such as potholes, that a

river imprinted on the landscape as it incised its

bed. Along the gorges of some rapidly incizing

rivers, remnants of multiple strath terraces are

etched on the valley walls. In order to use these to

determine incision rates, the time at which the

river abandoned the strath surface must be

determined. When combined with the strath’s

present height above the river, an average incision

rate can be calculated (Fig. 5).

Determining the time of abandonment of the

strath and the initiation of incision is commonly

difficult. When a veneer of fluvially bedded

material has been deposited on top of the strath

prior to the beginning of incision, standard

geomorphic-chronologic approaches, such as

radiocarbon dates on incorporated organic mate-

rial or luminescence dates on windblown and

lacustrine silts, can be used to place a limit on the

time of incision. In some situations, well

preserved, fluted, and potholed strath surfaces

provide a robust indication of former river levels,

but are devoid of any cover and are not amenable
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to standard dating techniques. A decade ago, such

surfaces would have been considered undatable.

But now, cosmogenic radionuclide chronologic

techniques provide a powerful tool that can yield

estimates of the time since the strath was

abandoned (Nishi izumi et a l . , 1993) .

Specifically, if a pristine abandoned surface is

available, then cosmogenic nuclide abundances

can indicate the elapsed time since the surface

was first exposed to extensive cosmic ray

bombardment. Several assumptions enter into

interpretations of cosmogenic dates: (1) The

erosion that created the strath is assumed to

have removed at least 1ÿ2 m of rock, such that

there is no significant inheritance of cosmogenic

nuclides from prior to creation of the strath. The

geometry of most strath surfaces indicates that

this assumption is likely to be valid. (2) The time

required to create the strath itself is assumed to

have been short in comparison to the time since

the river abandoned the strath. Consistent ages at

multiple sites on a single strath suggest that they

form in ~1ÿ56103 years (Leland et al., 1998).

Thus, for most pre-Holocene straths, this assump-

tion should be valid. (3) The surface of the strath

is assumed to have experienced no significant

erosion (<1ÿ5 cm) since abandonment.

Preservation of polished, fluted surfaces can

validate this assumption. (4) Since abandonment,

the strath surface is assumed to have remained

exposed and unshielded from cosmic radiation. If

landslides or other rock debris had been present

on the surface in the past, these would have

shielded the strath surface from radiation, and the

exposure age of the surface would be younger

than the actual age. Thus, the choice of what

strath to sample should include an assessment of

the geomorphic history of the site.

When these assumptions are met, formerly

intractable incision rate calculations in large

mountain ranges can be attempted. For example,

in the Indus River gorge in the vicinity of Nanga

Parbat, northwest Pakistan, well preserved strath

surfaces lie from 50 to >400 m above the present

surface of the river (Burbank et al., 1996). In

these straths, the measured concentrations of

cosmogenic nuclides of 10Be and 26Al yield ages

as old as ~70 ka for the time of abandonment of

individual terraces. Variations in the height and

ages along the river yield striking variations in

incision rates (Fig. 6). Most importantly as

indicators of the importance of erosional

processes during unloading, the rates of incision

into the igneous and metamorphic rocks of the

High Himalaya are as high as 10 mm/y (Burbank

et al., 1996). Such rates are comparable to the

rapid unloading rates that are deduced elsewhere

from some P-T-t data sets, e.g. Guillot et al.

(1999).

The significance of rates that are sustained over

only 1ÿ86104 y might be questioned. Although

those rates that span the past 20 ky or more have

at least experienced full glacial and interglacial

conditions, they sample only a fraction of a single,

typical climate cycle (~100 ky). Given the time--

scales of orogenesis or of the development of

topography at the scale of mountain ranges

(Anderson, 1994; Whipple et al., 1999), rates

over intervals of <105 y might seem irrelevant or

at least lacking in a meaningful temporal context.

Consider, however, the geomorphic implications

of rates of rock uplift or river incision of

55 mm/y. A strath formed at river level only

100 ky ago would now be located 5500 m above

the valley bottom! In 500 ky, over 2.5 km of river

incision and rock uplift would occur. With the

possible exception of uplifted coastal terraces in a

few select locations (Bull and Cooper, 1986), the

opportunity for preservation of pristine

geomorphic features is vanishingly small in such

rapidly deforming terrains at time scales

>2ÿ46105 y. For example, in the Indus gorge

(Fig. 6), straths preserved ~400 m above the

modern river are only ~30 ky old (Burbank et

al., 1996). At present, these straths are fragments

of formerly more extensive fluvial surfaces which

have been removed or buried by landslides as they

were elevated hundreds of metres above the

valley floor. Hence, in rapidly eroding terrains,

the interval over which rates can be practically

measured is commonly limited to <5ÿ106104 y.

Despite the relative brevity of this time frame,

these rates demonstrate that hundreds of metres of

rock can be eroded at rapid rates by river incision.

Given the persistence of these processes through

climate cycles, there is good reason to expect that

they would yield sustained incision rates of

>5 mm/y: equivalent to pressure decreases of

1ÿ2 kbar per million years as documented for

metamorphic rocks during Himalayan-style

orogenesis (Guillot et al., 1999; Harrison et al.,

1997).

Mass wasting

Although mass wasting can occur through

numerous mechanisms, such as gelifluction or

debris flows, only two types of mass wasting are
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considered here to be of significance as agents of

rapid erosion: bedrock landslides and massive

rockfalls. Whereas the rate of erosion by shallow

landslides involving only regolith is limited by the

rate of production of regolith and is, therefore,

<1 mm/y (Heimsath et al., 1997), erosional fluxes

due to bedrock landsliding have no such

limitations and could, theoretically, attain very

high rates. The difficulty in the past has been in

finding appropriate means to quantify the rate of

sediment delivery by landslides. Even if the age

of each landslide in a mountainous area were

somehow definable, the full volume of original

landslides is rarely preserved through time. Thus

most derivations of fluxes based on preserved

volumes would tend to underestimate the actual

total. In landscapes where erosion by landslides

dominates the sediment flux, there are commonly

hundreds to thousands of landslide scars and

accumulations of landslide debris. Dating all of

these features becomes an intractable task.

Many of these limitations have been circum-

vented by an innovative approach to quantifying

landslide fluxes (Hovius et al., 1997). Through

examination of multiple sets of aerial photographs

of a region, it is possible to use a younger set of

photographs to define the number and size of the

landslides that have occurred since an older set of

photographs was taken. A compilation of the

statistics of landslides in the fixed time slices that

are dictated by the intervals between aerial

photographs yields data on magnitude-frequency

relationships of landslides (Fig. 7). In such

studies, the frequency per km2 per year of

landslides greater than a given area (Ac) is

plotted as a function of landslide area (Fig. 7).

In most such studies to date, the data define a

power-law function in which the slope of the best-

fit line yields the exponent (ÿb) for the

magnitude-frequency relationship. When such a

relationship is valid, the number of slides of

magnitude equal or greater than area

Ac[nc(A5Ac] is expressed as:

nc(A5Ac) = k(Ac/Ar)
ÿbAr (4)

where Ar is a reference area, and k is the intercept

of the regression when Ar = 0 (Hovius et al.,

1997).
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FIG. 6. (a) Cosmogenic nuclide exposure ages, eleva-

tions of strath terraces, and apatite fission-track ages as a

function of distance and altitude along the middle Indus

gorge in the vicinity of Nanga Parbat. Fission-track ages

from Zeitler (1985) and A. Blythe (pers. comm., 1999).

(b) Bedrock incision rates calculated from dated straths.

(c) Denudation rates derived from apatite fission-track

(AFT) dates as calculated for two different geothermal

gradients. For location of transect, see Fig. 11. Modified

from Burbank et al. (1996). (d) Sketch illustrating the

relationship between spatially variable rock-uplift rates

(as calculated from AFT dates) that are matched by

spatially variable incision (as calculated from the

differential height of strath terraces). Rates based on

AFT dates represent the time since passage through the

1108C isotherm. This isothermal surface is warped

(indicated by dashed contours) due to the effects of both

topography and differential uplift.
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Translating the frequency-magnitude relation-

ship into a sediment flux from landslides requires

several steps. First, the areal extent of a landslide

has to be converted to volume. This has been done

(Hovius et al., 1997) by relating landslide area to

its measured width (L) and then relating the width

to mean depth, commonly, estimated as 5% of the

width (Ohmori, 1992). Second, although the

conversion to volume permits a flux to be

calculated directly, this flux represents an

average only over the sampled interval. Most

commonly, this interval does not encompass

infrequent, large events. The magnitude-

frequency relationship yields a prediction of

how often larger events should occur over

longer time spans (Fig. 7), whereas the value of

the exponent b determines whether the sediment

flux is dominated by a few large landslides or by

far more numerous, but smaller ones. For b <1.5,

large landslides dominate, and the total flux can

be estimated (Hovius et al., 1997) as:

V ¼ 2bekL3ÿ2b
1

ð3ÿ 2bÞ ð5Þ

where e = ratio of landslide width to depth, L1 =

width of the largest topographically permissible

landslide in the area of study. The initial landslide

study of Hovius et al. (1997) in the Southern Alps

of New Zealand was targeted at an area where

previous fission-track studies had defined regional

patterns of cooling with respect to the Alpine

Fault (Tippett and Kamp, 1993, 1995). These

fission-track data suggest that oblique conver-

gence between continental blocks within the

Pacific and Australian plates has resulted in a

systematic spatial variation of rock uplift and

erosion across the South Island of New Zealand

(Kamp and Tippett, 1993). Cooling ages of

<1 m.y. near the Alpine Fault have been

interpreted to indicate rapid unroofing there at

rates >5 mm/y (Tippett and Kamp, 1993). This

zone of inferred rapid denudation lies on the

western flank of the Southern Alps. The landslide

study of Hovius et al. (1997) in part of this same

region yielded the remarkable result that the

sediment flux due to landsliding represents an

average erosion rate of 9+4 mm/y. As with the

fluvial incision rates described above, erosion

rates of this magnitude are compatible with many

of the more rapid rates of unloading defined in

metamorphic terrains.

Although similar landslide studies using repeat

aerial photography have only been completed in a
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FIG. 7. Magnitude-frequency relationship for landslides on the western flank of the Southern Alps, New Zealand.

Inset shows landslide width vs. landslide area. Modified after Hovius et al. (1997)
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few areas (Burbank et al., 1998; Hovius et al.,

2000), this approach appears to hold great

potential for quantification of fluxes due to

landsliding. It avoids many of the difficulties in

assigning ages to geomorphic features, like

landslides or straths, and in calculating the

original volume of older, partially preserved

slides. Further work needs to be done to quantify

the area-width-depth-volume relationships for

landslides, to define the revegetation interval for

slide scars (this becomes important if the time

between photographs is long with respect to the

revegetation time), to explore the sensitivity of

the frequency-magnitude relationships, to eval-

uate any anthropogenic acceleration of landslide

frequency, and to define the appropriate uncer-

tainties to attach to flux estimates. Despite these

unresolved issues, this new approach opens the

possibility of estimating landslide fluxes in any

range for which repeat aerial photographs or high

resolution satellite images are available.

Glacial erosion

Obscured by overlying ice and glacial till, erosion

at the base of a glacier is difficult to observe

directly or to quantify. Most studies have utilized

the flux of sediment carried either by subglacial

streams, within glacial ice, or on the upper surface

of glaciers to estimate the rate of erosion by

glaciers. Measurements of sediment loads in

glacial streams are particularly difficult, because

a large fraction of the load may move as bedload.

Some studies of sediments emerging from the

glacial snout have deduced that the sediment flux

was proportional to the ice flux (Humphrey and

Raymond, 1994) and suggested that glacial

erosion rates might scale with the ice flux

through the glacial equilibrium line (the steady-

state snowline) (Anderson and MacGregor, 1998).

When sediments carried by glacial streams are

deposited in proglacial lakes or marine deltas,

they can provide a longer term record of sediment

fluxes. Such records can integrate deposition over

many years and, when their duration is known,

they provide an integrated estimate of the

sediment flux in glacial environments. Utilizing

the volume and age of stored sediments, a recent

compilation of data in several alpine areas

(Fig. 8) indicates that 20th century glacial

erosion rates can exceed several mm/y (Hallet et

al., 1996). Interestingly, there is a marked contrast

in the rates between relatively quiescent ranges,

such as the Alps or in Scandinavia, versus

tectonically active ranges in parts of Alaska,

central Asia, and New Zealand (Fig. 8). Whereas

the former regions yield erosion rates that are

typically <1 mm/y, the latter ranges contain

numerous glaciers yielding rates exceeding

3ÿ10 mm/y. It is interesting to note that, not

only do these rates come from tectonically active

ranges, but many of the studied glacier systems

are also in regions of high precipitation. One

might expect that such high precipitation would

drive high ice fluxes through the equilibrium lines

of these glaciers and would promote rapid glacial

erosion.

Such measurements of erosion rates based on

sediment fluxes have at least two likely sources of

errors. First, the sediment load measured at the

100

10

1

.1

.01
101 102 103 104

Alaska, <10 y deposition
New Zealand, Asia, Iceland

Alaska, 10-100 y deposition

G
la

ci
al

 e
ro

si
on

 r
at

e
(m

m
/y

)

Basin area, km 2

glacial data only

100

10

1

.1

.01

E
ro

si
on

 r
at

e 
(m

m
/y

)

101 102 103 104

Basin area, km 2
105 106

glacial & river data

river  data

a b
glacial data

FIG. 8. (a) Glacial erosion rates vs. glacier area in several alpine ranges. Modified after Hallet et al. (1996). (b)

Comparison of glacial and fluvial erosion rates. Fluvial data from high-relief river systems of Milliman and Syvitski

(1992). Note that the glacial erosion rates from Alaska can be 1ÿ2 orders of magnitude greater than fluvial erosion

rates for basins of similar size.

36

D.W.BURBANK



glacial snout or in a lake or delta indiscriminately

lumps together material derived from erosion at

the base of the glacier and material from the

periglacial environment that is commonly deliv-

ered by rockfall and avalanches to the glacier

surface. If the periglacial contribution to the

sediment load were significantly greater than that

due to glacial erosion, then the rate of glacial

erosion would be overestimated. Second, the

leads and lags in the erosion-sediment transport

system could produce misleading rates. For

example, if sediment eroded over many years is

stored beneath a glacier or in the proglacial

environment and is only released during deglacia-

tion, then rates measured during deglaciation

would tend to overestimate the long-term rate of

erosion (Church and Slaymaker, 1989). This may

be an explanation for some of the extraordinarily

high rates displayed in the Alaskan data (Fig. 8):

rates exceeding 10ÿ20 mm/y are strikingly rapid

and may be unsustainable. Even if some of these

rates are adjusted downward, however, they are

comparable to the rapid rates defined for river

incision, landsliding, and fluvial erosion (Fig. 8b)

and to the rates of unloading inferred from some

metamorphic studies (Table 1).

Summary of erosion rates

The preceding description of fluvial, hillslope,

and glacial erosion rates clearly indicates that

each of these processes is capable of removing

bedrock at sustained rates exceeding 5 mm/y

(Table 2). Upon inspection of the global array

of rates that have been documented for these

processes, it becomes clear that such rapid rates

are more exceptional than commonplace. Where

rapid rates have been documented, however, they

almost always occur in rugged mountains where

thermochronologic studies indicate rapid cooling

is occurring. The significance of erosional rates

such as these is that they obviate the need for

extension in the brittle crust to accommodate the

rapid rates of unloading that are documented

through metamorphic studies. Instead, they

suggest that much (or all) of the unroofing could

result from erosion by surface processes.

Utilization of low-T thermochronometers in such

settings can lead to similar conclusions. Whereas

high-T (>3008C) thermochronometers place few

limits on denudational mechanisms, lower-T

thermochronometers can restrict the viable

mechanisms that can accommodate unloading.

For example, apatite fission-track and (U-Th)/He

dates define the time at which a sample cooled

below ~110 and 758C, respectively (Wolf et al.,

1998). Given that temperatures of 75ÿ1108C are

usually reached within a few km of the surface,

any cooling that was experienced by such samples

and that was driven by extension would have had

to occur on extensional faults within those

topmost few km. In the absence of structural

TABLE 2. Erosion rates by surface processes.

Erosion process Location Measured Rate of Reference
characteristic erosion

Bare bedrock weathering Wind River Cosmogenic 5ÿ20 m/m.y. Small et al. (1997)
Range, Wyo. isotope abundance Bierman (1994)

Rock-to-regolith conversion San Gabriel Cosmogenic =350 m/m.y. Heimsath (1999)
Mtns, Calif. isotope abundance

River incision Indus River, Cosmogenic 5ÿ10 km/m.y. Burbank et al. (1996)
Pakistan isotope abundance

River incision Himalayan Deformed, dated 10 mm/y Lavé and Avouac (2000)
Foreland terraces

Bedrock landsliding Southern Alps, Frequency 5ÿ15 km/m.y. Hovius et al. (1997)
New Zealand magnitude data

Glacial erosion Alaska, New Sediment volumes, 1ÿ30 km/m.y. Hallet et al. (1996)
Zealand, Asia reported rates

Glacial erosion Nanga Parbat Glacial sediment 5ÿ7 mm/y Gardner and Jones (1993)
load
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evidence for the existence of such faults, it can be

argued that the observed cooling was driven by

erosion by surface processes.

Dynamic equilibrium and erosion rates

Def|nitions
In one of its early definitions, dynamic equili-

brium referred to a characteristic that fluctuates

around a mean that is itself gradually changing

and usually is decreasing (Hack, 1960, 1975).

More recently, dynamic equilibrium has been

defined in terms of a steady state in which, despite

short-term fluctuations, the long-term mean

remains unchanged. Dynamic equilibrium in

convergent orogens indicates a time-invariant

state with respect to some characteristic. For

example, an orogen could attain a thermal steady

state in which isotherms become fixed with

respect to some reference frame, a potential

energy steady state in which the mean elevation

of the range is invariant, a topographic steady

state in which topographic characteristics remain

statistically constant through time, or an erosional

steady state in which rock uplift and erosion are in

balance. In the absence of tectonic extension,

topographic and erosional steady states are clearly

closely linked, because the existence of one

usually requires the existence of the other.

A topographic steady state has several attri-

butes that must co-exist: both the mean elevation

and the topographic relief should be constant. If

either of these is changing (Fig. 9), then the

topography of the range cannot be in steady state.

Whereas it is simple to specify these criteria for

steady state, it is difficult to document their

validity with respect to any given mountain range.

Both mean elevation and relief represent averages

across a range. While this relaxes any expectation

that any specific position in a landscape would

remain unchanged through time, numerous

determinations of altitude or relief would be

necessary within a given mountain range in order

to calculate a meaningful average value for the

past. Determinations of palaeoaltitudes are far

from certain and can only be undertaken when

appropriate data are available (Forest et al., 1999;

Gregory, 1994; Sahagian and Maus, 1994; Wolfe

et al., 1997). Developing numerous such analyses

commonly becomes a daunting and often

intractable task. The magnitude of palaeorelief is

generally even more difficult to quantify, although

studies assessing the impact of topography both

on climate (Kutzbach et al., 1993) and on
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FIG. 9. Both mean relief and elevation should remain constant in a topographic steady state. Changes illustrated here
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thermochronological ages (Stüwe et al., 1994;

House et al., 1998) or using the isotopic

fractionation that occurs due to orographic

precipitation have shed light on the development

of topographic relief in the past (Chamberlain et

al., 1999; Chamberlain and Poage, 2000).

The assessment of a topographic steady state

should be conducted within an appropriate time

frame. Well known Late Cenozoic climate

fluctuations (Martinson et al., 1987) changed

rainfall distributions, biotic communities, and

surface temperatures. Because such changes are

expected to influence rates of erosion, it might be

expected that erosionally driven topographic

changes would occur at common climatic

frequencies (Kooi and Beaumont, 1996). For

example, if all other conditions were equal, an

increase in the discharge of a river would be

expected to lower its longitudinal gradient and,

therefore, to reduce the elevation of catchment

divides that are linked (Fig. 1) to its profile

(Whipple et al., 1999). A subsequent change back

to previous discharge values would tend to restore

the river to its previous gradient. Thus, the

topography would be expected to vary at time--

scales less than a climatic cycle (~105 y), but it

could be in a dynamic equilibrium when averaged

over one or more climate cycles.

Evidence for the existence of dynamic equilibrium

Why should one expect that dynamic equilibrium

would exist in collisional ranges? Numerical

models that couple geodynamic and surface

processes predict that, when tectonic forcing is

sufficiently rapid, collisional orogens should

attain a dynamic equilibrium (Kooi and

Beaumont, 1996; Willett, 1999). This prediction

is significant, because it implies that erosion by

surface processes will balance rock uplift and

advection and, therefore, that rates of unloading

recorded by metamorphic rocks (Table 1) can be

modulated by rates of erosion. Beyond the

predictions of numerical models, a rationale for

the existence of topographic steady state derives

from the finite strength of crustal rocks and the

rates of tectonic processes. Consider the situation

in which convergence occurs at 20 mm/y between

two continental blocks and drives rock uplift at

10 mm/y within an orogenic transect. In the

absence of erosion, elevations within the transect

could increase by 10 km/m.y! Within a million

years, the strength of crustal rocks would

probably be exceeded, and the elevation would

stabilize, either due to extensional faulting in the

upper crust or ductile flow in the lower crust. If

erosion is permitted to occur, such high mountains

would also have high topographic relief along

river gorges. This relief would promote land-

sliding and would serve to regulate maximum

elevations. The effects of a relatively small

mismatch between the rock uplift and erosion

rates lead to similar conclusions. If, for example,

the rate at which erosion or extensional processes

served to thin the crust were only 10ÿ20% less

than the rate of crustal thickening, the mean

elevation would increase. After a few million

years, this would create the same topographic

instabilities as occur in a million years in the

absence of erosion or extension.

It is illuminating to consider the implications of

the absence of dynamic equilibrium on

geomorphic elements in the landscape. For

example, a longitudinal river profile approxi-

mately connects ridge crests to adjacent basins or

sea-level. In the context of the rates posited above

(10 mm/y of rock uplift), if uplift were as little as

10% greater than river incision, the elevation of

the river profile would increase by 1 km/m.y.

Such rates of change in the gradient could not be

sustained over long intervals: the steepened

gradient would lead to increased shear stress on

the bed and would increase the erosion rate of the

river. This negative feedback tends to drive a river

profile toward an equilibrium configuration, such

that river width is adjusted to provide the bed

shear stress necessary to erode at a rate that

balances rock uplift.

Because of the difficulties, described above, in

obtaining data to define a topographic steady state

based on mean elevation and relief, commonly

other approaches must be used to indicate the

presence of dynamic equilibrium within a land-

scape. One approach consists of a comparison of

the spatial distribution of direct or indirect

measures of erosion at distinctly different time-

scales (Fig. 10). For example, if regional patterns

of cooling rates defined through radiometric

dating were to display spatial contrasts that were

mimicked by patterns of erosion rates derived

from studies of fluvial incision or landsliding

(Hovius et al., 1997), then it could be argued that

these data were supportive of long-term steadi-

ness in the landscape with respect to erosion. In

such a case, one would be comparing data at

million-year time scales (cooling ages) with data

at the decadal to 104-year time-scale (surface

process rates). Erosion that is sustained over long
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time-spans does not require a steady state,

because the landscape could be changing its

mean elevation. If it can further be argued,

however, that tectonic forcing has been steady

over this same interval and, in particular, that the

rate of rock uplift has been rapid (greater than a

few mm/y), then, based on the geomorphic and

geodynamic arguments above, it is likely that the

landscape has achieved or is approaching a steady

state.

Consider, for example, the northwestern

Himalaya in the vicinity of Nanga Parbat

(Fig. 11). This is an area where rapid rates and

distinct spatial contrasts of bedrock cooling have

been documented through numerous radiometric

studies (Searle, 1996; Winslow et al., 1996;

Zeitler, 1985). Apatite fission-track age

(annealing temperature ~1208C for rapid

cooling) have been particularly useful in deli-

neating recent cooling histories. An elongate,

north-south region of rapid cooling coincides with

the Nanga Parbat-Haramosh axis (NPHA). Within

this zone, apatite fission-track ages are <1 m.y.

and indicate cooling rates as rapid as ~3508C/m.y.

(Winslow et al., 1996). Fission-track ages become

systematically older toward the east and west

(Fig. 11), indicating slower cooling rates. A

widely distributed suite of biotite 40Ar/39Ar

cooling ages (closure temperature ~3008C)
across the Nanga Parbat region mimics that

pattern of the fission-track ages and delineates a

northward-plunging antiformal structure

displaying dates as young as 1 m.y. in its core

(Winslow et al., 1996). Whereas the geothermal

gradient is not well established for this region,

reasonable limits on the gradient (Burbank et al.,

1996; Craw et al., 1994) suggest that this range of

cooling ages corresponds with erosion rates of

1ÿ10 mm/y with the highest rates centred along

the NPHA massifs (Fig. 5). Thus, these chron-

ological data provide a long-term (>1 m.y.)

record of the regional patterns of erosion.

This long-term pattern can then be compared

with the pattern of erosion that is derived from the

study of strath terraces in the vicinity of Nanga

Parbat that were formed and abandoned during the

past 70 ky (Fig. 5). Although the correlation is

imperfect and rates of long-term erosion are

loosely defined due to an uncertain geotherm, the

pattern of spatial variations in erosion rates is

remarkably consistent at time-scales ranging from

104 to 106 years. This correlation underpins,

therefore, the interpretation of steady-state

erosion through this region at million-year time-

scales. Interestingly, although only a few studies

of glacial erosion rates have been conducted in this

area, modern erosion rates for the Raikot glacier

on the flanks of Nanga Parbat are calculated to be

5ÿ7 mm/y (Gardner and Jones, 1993): a rate that

is analogous with the river incision rates and is

consistent with the long-term rates.

Although spatially varying rates of erosion may

be in steady state, a topographic steady state may

not exist if the mean elevation or relief is

changing. As argued above, if tectonic rates are

rapid, collisional orogens should approach a

topographic steady state. In the Nanga Parbat

region, tectonic forcing is not known to vary

significantly during Quaternary times. Range-

parallel displacements that are approximately

orthogonal to the Raikot Fault (Fig. 11) are

estimated to be ~12 mm/y (Seeber and Pêcher,

1998). These rates should, in turn, drive rock

uplift of >5 mm/y above an east-dipping crustal

ramp associated with the Raikot Fault (Butler et

al., 1997; Koons, 1998). The combination of rapid

erosion and rock uplift rates suggests that the

Nanga Parbat region should be in or approaching

a dynamic equilibrium.

Implications for landscapes

If a dynamic equilibrium exists and results from

erosion that balances rock uplift, how is this

map pattern of
cooling rates

rapid
intermediate

slow

rapid
intermediate

slow

map pattern of
river incision and

hillslope erosion

Steady-state landscape
bedrock uplift = erosion

~

FIG. 10. Spatial patterns of bedrock cooling rates from

radiometric dating mimic spatial patterns of erosion

based on river incision and hillslope erosion rates. The

equivalence implies regional contrasts in erosion have

been sustained for protracted intervals. A steady state

can be inferred, though not demonstrated, by patterns

such as these.
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achieved? In non-glacial settings, both rivers and

hillslopes must be eroding as rapidly as the rock is

uplifting. River profiles would remain fixed with

respect to an external reference frame. Hillslopes

could be envisioned in two possible configura-

tions: slope angles could be proportional to the

rock uplift and erosion rate, or slope angles could

lie at the threshold for landsliding (Fig. 12). In the

former case, sediment fluxes off of hillslopes

would be dependent on the slope angle, whereas

in the latter case, fluxes would be dependent on

the rate of lowering of base level at the toe of the

slope (Fig. 12). In the latter case, slopes are

considered to be at threshold angles: in other

words, at the critical angle for failure by bedrock

landslides. These slopes can not steepen signifi-

cantly, even if the river-incision or rock-uplift rate

increases. Instead, they would be predicted to fail

more often or in larger slides that would increase

the net flux. This model would, therefore, predict

*

Middle

Indus

*

NP

H
S

ta
k

F
.

RGilgit

MMT

Ladakh

74°E

36°

75°

36°

35°35°

50 km

1-6 m.y.

faults
peaks

apatite site and cooling ages
denudation rates8 mm/y

0-1
m.y.

1-6
m.y.

1-6
m.y.

6-15
my

4-10
mm/y

2-4
mm/y

<2
mm/y

IndusDeosai

Karakoram

Gamugah

N

Fig. 6

4
0

8

10

20

30

40

MMT

Kohistan
Island Arc

Ladakh Island
Arc

Indian crust

river profile
topography

MMT

Indian crust

Stak FaultRaikot thrustW E

NPHA

a

b

a'

a

a'a

Raik
ot

T.

FIG. 11. (a) Map of apatite fission-track cooling ages and inferred rock-uplift rates in the vicinity of Nanga Parbat,

northwest Himalaya. The Raikot Fault is an active thrust fault bounding the west flank of the Nanga Parbat-

Haramosh axis: a zone of rapid rock uplift inferred from cooling rates. The Stak Fault bounds the eastern margin of

the uplift. Fission-track data are from Zeitler (1985). H: Haramosh; MMT: Main Mantle Thrust; NP: Nanga Parbat;

R: Rakaposhi. Modified from Burbank et al., 1996. (b) Schematic structural cross section along the line aÿa’ above.
The Nanga Parbat uplift occurs above a crustal scale west-vergent thrust fault. Rock-uplift rates vary as a function of

the curving trajectory of the ramp. MMT: Main Mantle Thrust; NPHA: Nanga Parbat-Haramosh Axis.

RATESOF EROSIONANDEXHUMATION

41



a predominance of threshold slopes in a rapidly

eroding landscape.

With reference again to the northwestern

Himalaya (Fig. 11), the distribution of hillslope

angles as a function of rock uplift and erosion rate

can be assessed using digital topographic data. If

slope angles were proportional to erosion rates,

there would be a correlation of the mean hillslope

angles with the cooling rates shown by the fission-

track dating. Based on a 90-m DEM, slope angles

were calculated as the best-fit plane to a moving

window representing a 464 matrix of elevation

data. The results reveal a similarity in slope

distributions (Burbank et al., 1996) throughout the

region (Fig. 13). Despite an order of magnitude

difference in erosion rates across the study area

(Fig. 5), the histograms of slope angles are nearly

indistinguishable among the different subregions.

In fact, the mean slope angle from the Nanga

Parbat area, which has the highest erosion rate

(Zeitler, 1985), is lower than that for many of the

other areas (Fig. 13). All of the subregions that

are not part of present plateaux display mean

slope angles that are ~31ÿ338. This is the angle of
repose for many cohesionless materials. The key

conclusion to be drawn from these data is that

slope distributions are independent of erosion

rate. Furthermore, the steep mean-slope angle

implies that these slopes are in a threshold

condition, such that they cannot be steepened

further. In such a case, the flux off of hillslopes

and the rate of erosion will be regulated by the

rate of local base-level lowering at the toes of the

slopes. Given that, even in the less rapidly eroding

areas, the mean slopes are >308, another

important inference is that, if the long-term
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FIG. 12. Models for hillslope erosion rates. Top: flux from hillslopes is proportional to hillslope angle. Bottom: Flux

is independent of hillslope angle, because all hillslopes are at threshold slope angles. Hillslope fluxes are controlled

by the rate of river erosion and base level lowering.
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erosion rate is above some threshold value

(~0.5 mm/y), hillslopes will be poised near the

critical angle for failure by bedrock landsliding.

Non-glaciated ranges
When the river incision and hillslope data are

considered together, they yield a simple model of

dynamic equilibrium when erosion is occurring in

a region of rapid deformation (Fig. 14). River

incision counterbalances rock uplift rates, such

that rocks move upward toward or through a fixed

longitudinal river profile. Adjacent hillslopes are

maintained near the threshold for failure by

bedrock landslides. Unless the spacing between

drainages increases over time, any mismatch due

to less rapid landsliding in comparison to rock

uplift will cause continued steepening of slopes

and will eventually lead to slope collapse. These

hillslopes will, therefore, fluctuate around a mean

angle that represents the upper limit of hillslope

strength.

Ranges with warm-based glaciers
Glacial processes yield a more complicated

landscape than a non-glacial one. In a dynamic

equilibrium, the same combination as described

above of river incision and landsliding operates

below the glacial zone. In the topographic region

below the glaciers, local base level will still be set

by rivers, whereas it will be controlled by glaciers

within the glaciated region. Glacial erosion

typically smoothes landscapes and decreases

mean slope angles, particularly in the altitude

range encompassing past and present snowlines

(Brozovic et al., 1997). If the drainage spacing

does not change between glacial and nonglacial

landscapes in the same orogen, then the lowered

slope angles resulting from glaciation will cause a

decrease in the mean elevation (Fig. 15). Warm-

based glaciers (at the pressure-melting point)

yield the rapid erosion rates described previously

(Fig. 8) and are responsible for planing off the

mountains near the snowline (Brozovic et al.,

1997; Isacks et al., 1994).

Ranges with cold-based glaciers
Some orogens at high latitudes or with peaks at

high altitudes experience sufficiently cold

temperatures that glaciers on them are ‘cold-

based’ and are frozen to their beds. This creates

an additional ‘process zone’ where different

mechanisms control erosion during dynamic
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equilibrium (Fig. 16). Cold-based glaciers cause

no direct erosion, and in fact, could be viewed as a

protective mantle that reduces erosion. On

mountains where there is a thermal transition

from warm-based glaciers at lower altitudes to

cold-based ones on the higher slopes, there is a

concomitant change from high to negligible rates

of glacial erosion (Fig. 16). The net result is that,

as the warm-based glaciers erode headward in the

vicinity of the snowline, peaks clad by cold-based

glaciers become topographic pedestals with

increasing relief and increasingly narrow bases.

If rapid rock uplift is occurring, this dictates that

the slowly eroding peaks will attain progressively

higher altitudes as the top of the pedestal rises

farther above the snowline. Eventually, the

resulting topographic tower will exceed the

strength of the rock it comprises and will collapse

by large-scale rockfalls (Fig. 16). Some late

Holocene rockfalls in the Himalaya with

volumes exceeding 1 km3 (Fort, 1987;

Yamanaka and Iwata, 1982) appear to have

originated from within the cold-based glacier

zone (>6500 m). Without knowing the longer

term frequency of such events in a given area, it is

difficult to assess their contribution to overall

erosion rates. Nonetheless, because peaks will

collapse episodically via large rockfalls, the

bedrock uplift
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maximum topography should display broader

fluctuations when cold-based glaciers are present

than would prevail in either the non-glacial or

warm-based glacial scenarios. On the other hand,

the highest 20% of the topographic relief in high

mountain ranges commonly represents only

2ÿ3% of the total area (Brozovic et al., 1997).

Collapse of summit pedestals, therefore, typically

have only a small impact on the mean elevation or

mean erosion rates of a range.

Discussion and Synthesis

The process models descr ibed above

(Figs 14ÿ16) provide a framework for linking

diverse topographic elements and erosional

mechanisms in a landscape displaying dynamic

equilibrium. The quantification of rates of erosion

(Table 2) by river incision (Burbank et al., 1996),

bedrock landsliding (Hovius et al., 1997), and

warm-based glaciers (Hallet et al., 1996) indicates

that each of these processes is sufficiently rapid to

account for many of the reconstructed rates of

unloading or cooling that have been estimated

through geobarometry or thermochronology

(Table 1). Many of the erosion measurements

described here represent calculations at a point in

a landscape, for example, at the toe of a glacier or

a particular strath terrace. From a skeptical

perspective, these rates might be regarded as

extreme or rare events that are unlikely to be

sustainable for 105 to 106 y.

The geological context in which at least some

of the rates were determined argues against such a

contention. For example, although each incision

rate calculation along the Indus River is an

independent determination (Burbank et al.,

1996), the suite of dates along the river (Fig. 5)

presents a smoothly varying range of rates that

correlates well with cooling ages in the under-

lying bedrock (Zeitler, 1985). Perhaps such rates

are only sustainable during glacial-interglacial

transitions, but the spatial variations in rates

indicate that rock uplift, rather than climate, is the

primary cause of spatial differences. Similarly,

the glacial erosion rates on the flanks of Nanga

Parbat (Raikot Glacier: Gardner and Jones, 1993)

are also nearly equivalent to the long-term erosion

rates. The landslide flux calculations in New

Zealand represent an integration throughout

several large catchments (Hovius et al., 1997).

Although the analysis relies on 20th century aerial

photographs, anthropogenic influences on land-

slide initiation are minimal in the study area.

Whereas the maximum length scaling (L1 in

equation 5) that is used to calculate the flux might

lead to an overestimated rate, the regional pattern

of rates is consistent with the rates inferred from

fission-track dating and geodynamic models of

the Southern Alps (Koons, 1989; Tippett and

Kamp, 1995; Willett, 1999). Thus, in both the

Himalaya and the Southern Alps, existing

geologic and geodynamic data provide a frame-

work in which the simplest way to account for
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patterns of regional deformation and exhumation

is using the observed surface erosion rates.

Direct comparison of landsliding or river

incision rates with thermochronologically esti-

mated rates of denudation from the same range

provides the most compelling case for balanced

erosion and rock uplift rates. With the exception

of the Raikot Glacier on Nanga Parbat, there are

few such direct comparisons for glaciated land-

scapes. One can argue logically, however, that

glaciers must be as effective erosional agents as

rivers and landslides. In drainages where only the

head of the catchment has been extensively

glaciated, the glaciated valley gradient is

commonly lower than in nearby non-glaciated

catchments, thus indicating that the glaciers

incised more efficiently than the headwater

rivers (Brocklehurst and Whipple, in press). In

both the Southern Alps and the Himalaya

(Table 2), where documented landslide and

fluvial denudation rates account for 10s of km

of orogenic denudation, modern glaciation is

extensive. Despite the fact that these glaciers are

at a minimal, interglacial size at present, they

reside in the bottom of large, steep-walled valleys.

If glacial erosion was incapable of matching or

exceeding the rates of landsliding, rockfall, and

river incision, the glaciers should occupy high

points in the landscape, rather than valley

bottoms. Indeed, the cold-based glaciers, which

are not eroding effectively, do occupy the high

parts of the landscape, whereas the warm-based

glaciers have scoured at least as rapidly as the

adjacent rivers. In the Southern Alps, the glaciers

extend up to and across the Alpine Fault at

altitudes near sea level. Clearly, the glaciers have

been able to keep pace with the ~10 mm/y rock

uplift rate along this fault.

Another perspective on the relative importance

of tectonic extension versus erosion in modern

collisional orogens derives from seismic and

structural studies. Of those orogens experiencing

rapid shortening and rock uplift, which of them

display structural or seismic evidence for exten-

sional faulting at the shallow crust depths that

would be required to explain available fission-track

or (U-Th)/He dates? Given that these thermo-

chronometers typically record cooling of rocks at

depths of 2ÿ4 km, any normal faulting that caused

this cooling would have to occur along brittle

structures between the surface and these shallow

depths. There are few collisional orogens where

active extensional structures with large displace-

ments have been documented at shallow depths.

Consider the intensively studied Nanga Parbat

massif which is characterized by rapid cooling

(>1508C/m.y.) during the past 3ÿ5 m.y.

Extensional structures have been described to

the west of the massif (Hubbard et al., 1995) and

have been suggested as structures that accom-

modated tectonic exhumation. More recent

thermochronology, however, indicates that these

structures are Miocene or older in age and cannot

account for the recent cooling history (Edwards et

al., 1996). In fact, the most recent structural

studies around Nanga Parbat conclude that the

‘‘rapid and young exhumation is not due to

orogen-scale structural unroofing’’ (Schneider et

al., 1999). Seismological data collected around

Nanga Parbat yield extensional fault-plane solu-

tions at shallow depths within the antiform

(Meltzer et al., 1998). These might be interpreted

to represent tectonic structures that would

accommodate exhumation. Considerable seismi-

city, however, occurs within the edifice of the

Nanga Parbat massif which rises 7 km above local

base level. Such seismicity is more consistent

with gravitational collapse through massive land-

sliding than it is with normal faulting, because

candidate structures for these normal faults would

terminate along the sides of the massif, as would

glide planes of landslides, rather than extending

downward through the brittle crust.

Even if tectonic extension does cause signifi-

cant denudation in massifs like Nanga Parbat, the

measured rates of river incision require rock uplift

and erosion to be nearly in balance. Consider, for

example, the implications of hypothetical exten-

sional faulting at Nanga Parbat. The massif itself

would be expected to lie in the hangingwall of the

normal fault. Rates of river incision would be

calculated with respect to material points in this

‘hangingwall’, such that the river bed would be

moving downward with respect to the rocks of the

hangingwall (Fig. 17). Extensional faulting also

causes material points within the hangingwall to

move downward with respect to sea-level. Under

these circumstances, the altitudinal position of the

river bed would represent the additive results of

river incision and the hangingwall subsidence. If

the combined river incision and subsidence were

not nearly balanced by rock uplift, the long-

itudinal profile of the river would soon attain an

unacceptable geometry: it would be lower than

sea-level. Today, for example, the Indus River lies

~1 km above sea-level as it crosses the Nanga

Parbat massif. If the rates of bedrock incision as

calibrated over the past 36104 y (Burbank et al.,
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1996) were sustained for 1ÿ26105 y, parts of the

river profile would end up below sea-level. This

obviously cannot occur: if extension is occurring,

it must be overwhelmed in the shallow crust by

shortening and rock uplift. The only circum-

stances in which such incision rates could exist in

the absence of significant rock uplift would be if

the river system were in a transitory condition

caused by a switch to a more erosive state

(Whipple et al., 1999). This cannot be the

primary driving force for fluvial downcutting at

Nanga Parbat because it is inconsistent with the

spatial distribution of incision rates (Fig. 5).

Despite the potentially rapid rates of erosion by

surface processes (Table 2), the role of extension

in crustal thinning in collisional orogens can not

be dismissed. So far, no long-term rates of

geomorphic denudation have been shown to be

sufficient to balance completely the rates of

thinning documented for some ultrahigh-

&#1329P terranes (Table 1). The unloading

rates of 20ÿ40 mm/y are considerably more

rapid than documented geomorphic rates, with

the possible exception of glacial erosion

(Table 2). The examples of rapid unloading of

ultrahigh-P rocks involve upward transit of

previously subducted crustal rocks through the

mantle. We have little knowledge of the

mechanisms by which the lithosphere accommo-

dates this vertical advection, which could

potentially occur without significant erosion or

extension in the brittle crust.

Nonetheless, there is clear evidence for

extension in collisional orogens in the past

(Balanyà et al., 1997; Burchfiel et al., 1992;

Flinch, 1996; Platt, 1986). Several types of

geological evidence could be used to suggest

extensional collapse in modern collisional belts,

e.g. the presence of normal faults and other

structural indicators of extension at shallow

depths, shallow seismicity with normal-fault

solutions, and juxtaposition of low-grade or

unmetamorphosed rocks over high-grade rocks

support tectonic exhumation. Consider the situa-

tion in which plate tectonic movements or

geodetic data indicate that two continental

blocks are colliding at high rates. If, despite this

rapid convergence, young cooling ages or

evidence for rapid geomorphic erosion at the

surface are largely absent, then it is likely that

extensional collapse of the orogen is depressing

rates of erosion or that underthrusting without

significant crustal thickening is occurring.

Because extensional thinning is spatially

restricted to rocks above the normal fault itself,

however, it is commonly impossible for such

tectonic denudation to account for orogen-wide

erosion. Some combination of tectonic and

geomorphic erosion must cause any observed

crustal thinning.
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FIG. 17. Changes in the position of the longitudinal profile of a river due to incision and extensional faulting.

(a) Strath terraces indicate the amount of lowering of the river profile that has occurred with respect to the bedrock

into which it is incizing. (b) Normal faulting causes lowering of points within the hangingwall with respect to sea

level or the geoid. (c) Net change in the river profile without isostatic compensation is the sum of the incision into the

bedrock plus any change in the height of the hangingwall. (d) With isostatic compensation, ~80% of the change in

profile height will be restored by footwall uplift.
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In order to address the relationship of erosion

and exhumation more fully, interdisciplinary

studies that are focused on orogenic transects

are needed. Coordinated studies that merge

geochronology, geobarometry, geodesy, geomor-

phology, seismology and structure have the

potential to provide an integrated assessment of

the interactions among competing processes in the

growth and erosion of orogens. Recent studies

provide a clear indication that surface processes

are capable of eroding at rates exceeding 5 km/

m.y. Rather than attributing most intervals of

rapid unloading to extensional faulting, the

documentation of rapid geomorphic erosion rates

prompts a different suite of questions concerning

extension in collisional orogens. For example,

what combination of changes in tectonic and

geomorphic rates or climatic and lithologic

controls cause rock uplift to outpace erosion, so

that extensional collapse occurs? More specifi-

cally, in the Himalaya, the quintessential colli-

sional range, one might ask what conditions

prevailed at 15ÿ20 Ma, such that erosion was

unable to keep pace with rock uplift, and instead a

system of normal faults spanning the length of the

Himalaya became active? The answers to these

questions will further illuminate the interactions

between surface and tectonic processes in

modulating exhumation.
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